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An example data science project 
Automatic tagging of MOOC forum posts  

Automatic tagging of MOOC forum posts 



Steps involved in data preparation  

1. Get annotations from humans  

2. Bag of Words analysis 

3. Latent semantic analysis  

4. Select a subset form feature matrix 



First try – Decision trees  

Baseline  

152 of them 



Then.. try Neural networks 
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in seconds 



Then.. try Support vector machines 
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Perhaps I can do this intelligently ? 

Not try all 3032 of them and sample intelligently  

in seconds 



Where do these 3032 possibilities for SVMs 
come from? 
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What is a Hyper partition within those 
choices? 
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Tune the HPs and Soft Margin?  



Tuning hyper parameters  

Sigmoid 
intercept 

gamma 
Kernel 

Soft margin 
C 

1.  Sample a few combinations (C,i, g)  
2.  Model using Gaussian process  

 
3.  Predict using model for other parameters choices and propose the best  

a = fGP (C, i,g)

{Cnew, inew,gnew} = argmax
C,i,g

fGP (C, i,g)



Two hyper partitions  

Polynomial degree Kernel 

Soft margin 
C 

Sigmoid 
intercept 

gamma 
Kernel 

Soft margin 
C They are completely different search spaces !  



Can we?  

Generate recommendations for datasets?  



A critical ingredient for making 
recommendations 



So for us … 
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How would we use such a matrix? 
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Step 1: For a new dataset try a few models randomly  



How would we use such a matrix? 
Step 2: Correlate with the other datasets in the “approach-performance” space  
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How could we use such a matrix? 

Step 3: Identify the dataset that is correlated to this one most  



How would we use such a matrix? 
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Step 4:Choose the best approaches for that dataset and propose for the new dataset 



We compiled such a matrix 
•  With 30 different datasets  
•  And around 5000 modeling approaches (different 

models, different parameters and hyper parameters) 
•  We learnt a total of 1.5 Million models  
•  Still accumulating more 



For a real case study  
MOOC student Stopout prediction 



Another dataset  



More datasets will help 
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Bring your data 

Upload Data

Receive

models

Upload

data

DELPHI MLAAS

SERVICE



Query the recommender system  



Conclusions  
•  We can now use experiences from previous data 

science projects to help inform the new projects  
•  This will require 

–  A systematic way of storing the data pertaining to the data 
science projects in your entity and history of modeling 
approaches tried on those  

–  Build infrastructure and approaches to make 
recommendations and accumulate more experience as a 
result.  

•  Extend this to the entire pipeline and not just 
modeling   
–  Data preparation  
–  Cleaning 
–  Feature extraction  



Data scavenger  



Questions ? 

Thank you  


